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Chapter 6
Abstract Data Types

Der Worte sind genug gewechselt, lasst uns endlich Daten sehen.
(That’s enough words for the moment, now let me see some data!) —
Gerhard Kocher (Vorsicht, Medizin!), after Johannn Wolfgang von
Goethe (Faust, “Taten/action” rather than “Daten/data”.)

Programs operate on data. It is thus natural to start our considerations of how to think
about programs by a discussion of how to think about data types. For this purpose,
we do not really need to know how the objects of a type are concretely represented
(such representations have been discussed in Chapter 4); we may rather focus on the
properties that are satisfied by the operations which have been given to us to work
with these objects. This view is also in line with modern software engineering that
abstracts from the implementation details of data by encapsulating them in classes
that only expose a (more or less) well documented method interface to the user.

This chapter presents the core of a theory of such “abstract data types” which
is a blend of universal algebra and logic; in particular we introduce a language for
specifying abstract data types and give it a formal semantics. Our presentation starts
in Section 6.1 with some examples of this language before we elaborate in Section 6.2
its core of “declarations”; this core give rise to the formal notions of “signatures”
and “presentations” which capture the syntactic aspects of declarations. We then
proceed in Section 6.3 to the mathematical concepts of (many-sorted) “algebras” and
“homomorphisms” on which the notion of an “abstract data type” is based which
captures the semantics of a declaration.

In Sections 6.4, 6.5, and 6.6, we give three classes of possible interpretations of
declarations as abstract data types: the “loose” one (which confines itself to the logical
characterization of a type), the “generated/free” one (which describes data types such
as finite lists by the means of their construction), and the dual “cogenerated/cofree”
one (which describes data types such as infinite streams by the ways of how they
can be observed). We then extend in Section 6.7 this language of “specifying in the
small” to a language of “specifying in the large”: that language allows to combine
specifications of individual data types to compound specifications and also to develop
“generic specifications” that can be instantiated in various ways.

While the previous elaborations have given abstract data type specifications a
formal semantics, it has not yet become really clear what we can practically “do”
with such specifications. We therefore conclude in Section 6.8 by discussing how to
reason about formally specified abstract data types, for instance, in programs that
operate on such types or that implement such types.
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186 6 Abstract Data Types

6.1 Introduction

We start by presenting several examples of abstract data types that shall motivate the
formal concepts that will be discussed in the subsequent sections. We define abstract
data types by named specifications such as the following one:

% a domain with an associative operation and a neutral element
spec MONOID≔

{
sort Elem
const e: Elem
fun op: Elem × Elem→ Elem
pred isE ⊆ Elem
axiom ∀x:Elem. op(e,x) = x ∧ op(x,e) = x
axiom ∀x:Elem, y:Elem, z:Elem. op(x,op(y,z)) = op(op(x,y),z)
axiom ∀x:Elem. isE(x)⇔ x=e

}

This specification named MONOID introduces the following entities:

1. a sort Elem which denotes a non-empty set of elements;
2. a constant operation e which denotes one of these elements;
3. a function operation op which denotes a binary function on this set;
4. a predicate operation isE which denotes a unary predicate on this set.

We use the term operations to differentiate between a name and the entities denoted
by this name; if clear from the context, we may also drop the appendix “operation”
and just speak of constants, functions, and predicates.

Not every interpretation of these names is allowed: the specification contains
various axioms, i.e., formulas that must be true for the denoted set, constant, function,
and predicate to yield a valid implementation of the abstract data type. Conversely,
every interpretation obeying the axioms represents a valid implementation: for
instance, the specification might be implemented by

• the set of character strings for Elem, the empty string for e, string concatenation
for op, and the emptiness test for isE; however, it may also be implemented by

• the set of natural numbers for Elem, the number 0 for e, the addition operation for
op, and the nullness test for isE.

These two implementations differ in crucial features, e.g. the axiom

axiom ∀x:Elem, y:Elem. op(x,y) = op(y,x)

is false for the first but true for the second one. Above specification is therefore also
called loose, because it allows implementations with observably different behaviors.

However, a specification need not be loose. Take the specification

% the natural numbers
spec NAT≔

© 2020 Wolfgang Schreiner.
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free type Nat≔ 0 | +1(Nat)
then
{

fun +: Nat × Nat→ Nat
axiom ∀n1:Nat, n2:Nat.

+(0, n2) = n2 ∧
+(+1(n1), n2) = +1(+(n1, n2))

pred is0 ⊆ Nat, is0(n) :⇔ n=0
}

Here the declaration

free type Nat≔ 0 | +1(Nat)

is a shortcut for the specification

free {
sort Nat
const 0: Nat
fun +1: Nat→ Nat

}

which introduces a sort Nat with a constant 0 and a unary constructor function +1.
This specification is tagged as free, which essentially means that every term that one
can build from the constructors represents a different element and that these are the
only elements of the specified sort. The set denoted by Nat thus consists of the distinct
elements denoted by 0, +1(0), +1(+1(0)), . . . ; consequently, this set can be identified
with the set of natural numbers.

Using the keyword then, this specification is subsequently extended by a loose
specification that introduces a binary function + on Nat which is however uniquely
characterized by an axiom: for every term of form +(T1,T2) where T1 and T2 are only
constructed by application of 0 and +1, the first argument T1 “matches” one of the
two universally quantified equations in the axiom: if T1 is 0, the first equation matches
and determines the value of the term to be the value of T2; if it is of form +1(U1), the
result is the value of +1(+(U1,T2))). By the freedom of the specification of Nat, exactly
one of the specification matches and determines unique values for the variables such
that the result is uniquely determined.

Furthermore, we introduce a predicate is0 by a declaration

pred is0 ⊆ Nat, is0(n) :⇔ n=0

which is a shortcut for

pred is0 ⊆ Nat
axiom ∀n:Nat. is0(n)⇔ n=0

The first format, however, makes it immediately clear that the predicate is uniquely
defined, because for every value of its argument, the resulting truth value is explicitly
described.

© 2020 Wolfgang Schreiner.



188 6 Abstract Data Types

A free specification introduces a sort whose values are “finite”, in the sense that
they can be constructed by finitely many applications of constructors to a constant.
For the following specification, this is not the case:

% infinite streams of natural numbers
spec NATSTREAM import NAT≔

cofree cotype NatStream≔ head:Nat | tail:NatStream
then
{

fun cons: Nat × NatStream→ NatStream
axiom ∀n:Nat, s:NatStream.

head(cons(n,s)) = n ∧
tail(cons(n,s)) = s

fun counter: Nat→ NatStream, counter(n)≔ cons(n, counter(n+1))
}

Using the keyword import, this specification first “imports” the previously written
specification NAT (whose entities thus become available to the specification). It then
extends it by the declaration

cofree cotype NatStream≔ head:Nat | tail:NatStream

which is a shortcut for the specification

cofree {
sort NatStream
fun head: NatStream→ Nat
fun tail: NatStream→ NatStream

}

that introduces two observer functions head and tail. This specification is tagged as
cofree which essentially means that the elements of the introduced sort are “black
boxes” which are only considered as different if they be distinguished by the (repeated)
application of observer operations; furthermore, the new sort contains elements for all
possible sequences of observer operations. The sort NatStream can be thus identified
with the set of infinite streams of natural numbers: given a stream s, head(s) denotes
the first number (the “head”) of the stream and tail(s) denotes the remainder of s (its
“tail”) which is different from s itself.

This specification is subsequently extended by a loose specification

{
fun cons: Nat × NatStream→ NatStream
axiom ∀n:Nat, s:NatStream.

head(cons(n,s)) = n ∧
tail(cons(n,s)) = s

. . .
}

which introduces a function cons such that cons(n,s) denotes an infinite stream with
head n and tail s. This function is constrained by two “pattern-matching” equations
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that specify for every observer of NatStream the result of its application to cons(n,s).
Because of the co-freedom of NatStream, these equations determine unique values
for n and s such that s is a proper substream of the original stream; equations of this
kind can thus not introduce any inconsistencies but indeed define a function uniquely.

In the same style, we could by a specification

{
fun counter: Nat→ NatStream
axiom ∀n:Nat, s:NatStream.

head(counter(n)) = n ∧
tail(counter(n)) = counter(n+1)

}

define a function counter such that that counter(n) denotes the infinite stream
[n,n + 1,n + 2, . . .]. However, with the help of cons, this can be much more ele-
gantly achieved: the declaration

fun counter: Nat→ NatStream, counter(n)≔ cons(n, counter(n+1))

determines the same function, because the equations

head(counter(n)) = head(cons(n, counter(n+1))) = n
tail(counter(n)) = tail(cons(n, counter(n+1))) = counter(n+1)

follow from the axioms of the cons operation.
The specification NATSTREAM models streams of natural numbers; however,

streams behave more or less the same for all kinds of elements. We can express this
by creating a generic (parameterized) specification

% infinite streams of elements
spec STREAM[sort Elem]≔

cofree cotype Stream≔ head:Elem | tail:Stream
then
{

fun cons: Elem × Stream→ Stream
axiom ∀e:Elem, s:Stream.

head(cons(e,s)) = e ∧
tail(cons(e,s)) = s

}

from which we derive NATSTREAM as a special instance:

spec NATSTREAM import NAT≔
STREAM[NAT fit Elem ↦→Nat] with Stream↦→NatStream
then fun counter: Nat→ NatStream, counter(n)≔ cons(n, counter(n+1))

The specification instantiation STREAM[NAT fit Elem↦→Nat] generates a version of
STREAM that replaces the formal parameter sort Elem by the actual argument sort Nat;
by the clause with Stream↦→NatStream the sort Stream of the resulting specification is
then renamed to NatStream.
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284 6 Abstract Data Types

Further Reading

Since the 1970s the theory of algebraic data type specifications has been elaborated
in great detail and produced a large amount of research literature; still there are fewer
textbooks on this subject available than one might expect. Loeckx’s, Ehrich’s and
Wolf’s book [79] achieves a very good balance between mathematical rigor and
readability (by presenting many examples and relying mainly on basic notions from
algebra and logic while avoiding the more advanced notions from category theory as
much as possible). Wirsing’s handbook chapter [137] provides a compact overview
on a large amount of the theory of algebraic specifications. A most comprehensive
and up-to-date resource is Sannella’s and Tarlecki’s monograph [123] which provides
an in-depth treatment of the subject based on category theory; nevertheless, it
also discusses an approach to formal program development based on algebraic
specifications. The main focus of these and other resources is the semantics of abstract
data types; the aspect of reasoning about abstract data type specifications is shortly
sketched in [79] and treated with somewhat greater detail in [123]. Goguen’s and
Malcom’s book [44] discusses the application of the influential algebraic specification
language OBJ in software engineering by a number of case studies. Alagar’s and
Periyasamy’s book [4] gives in Chapter 13 a short survey on algebraic specifications
and OBJ and describes in Chapter 14 in more detail the specification language Larch.

The Common Algebraic Specification Language CASL designed by the Common
Framework Initiative CoFI is an attempt to a comprehensive data type specification
language that integrates features from many earlier languages. CASL is described
from the practical point of view in the user manual [14] by Bidoit and Mossess (with
chapters by Mossakowski, Sannella, and Tarlecki) and from the theoretical point of
view in the reference manual [99] edited by Mossess; the later gives in particular a
complete formal semantics for CASL. The specification language presented in this
chapter is essentially a simplified version of CASL; also its formalization by a static
semantics and a model semantics has been inspired by the corresponding CASL
semantics but has been presented in a different style. The full CASL language also
supports partial operations, subsorts, more expressive structuring mechanisms, and
architectural specifications that have not been addressed in this chapter. Furthermore,
the underlying logical system of CASL is based on the concept of institutions which
allows to integrate into a common framework various sublanguages with different
logics. A compact account on CASL is given in Mossakowski’s, Haxthausen’s,
Sannella’s and Tarlecki’s book chapter [96].

Most texts focus on the initial semantics required for the specification of finite data
types. For the dual notion of the final specification semantics required for infinite
data types one mainly has to refer to the research literature. Mossakowski, Schröder,
Roggenbach, and Reichl describe in [97] the language CoCASL which extends CASL
by dualizing the notions of generated and free types to cogenerated and cofree types;
the introduction to data types with final semantics given in this chapter is partially
modeled after this presentation. The references at the end of Chapter 5 have already
listed related literature on coalgebra and coinduction.
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Abstract Data Types in CafeOBJ and CASL

In this chapter we introduce two software systems that support algebraic
speci�cations of abstract data types, each in its own way:

� CafeOBJ [27, 41, 42] is an algebraic speci�cation language in the tradi-
tion of OBJ. It is based on a many-sorted equational logic extended by
subsorts, unidirectional transitions, and hidden sorts with a notion of be-
havioral equivalence. A subset of CafeOBJ is executable: the core of the
CafeOBJ software is a term rewriting system that allows to execute initial
speci�cations with restricted forms of conditional equations as axioms. By
term rewriting, also proofs by structural induction or searches for speci�c
reduction sequences can be performed.

� The Heterogeneous Tool Set Hets [95] is a software framework for inte-
grating various speci�cation languages, most prominently CASL and its
various extensions such as CoCASL. Hets constructs from CASL speci�-
cations �development graphs� which structure the proofs that have to be
performed to ensure various semantic constraints with which the speci�-
cations may be annotated; for proving consistency, the ideas sketched in
the previous chapter have been implemented in a formal calculus [118].
Proofs of user-speci�ed theorems are performed with the help of external
automatic and interactive provers.

A comparison of the languages of CafeOBJ and CASL can be found in [98].
The speci�cations used in the following presentations can be downloaded

from the URLs

https://www.risc.jku.at/people/schreine/TP/software/adt/adt.cafe
https://www.risc.jku.at/people/schreine/TP/software/adt/adt.casl

and loaded by executing from the command line the following commands:

cafeobj adt.cafe
hets adt.casl

285
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Fig. 6.16 CafeOBJ

CafeOBJ

CafeOBJ is a text-only system that is operated in a terminal; see Figure 6.16
for the startup message printed by the system. We start by writing a small
speci�cation of the abstract data type �integer numbers�:

module! MYINTCORE {
protecting (NAT)

[ Int ]
op int : Nat Nat -> Int

vars N1 N2 : Nat
ceq int(N1,N2) = int(p(N1),p(N2)) if N1 =/= 0 and N2 =/= 0 .

}

This speci�cation can be written either on the command-line or into a text
�le, e.g. adt.cafe; then the command

input adt .

reads and processes the �le. The speci�cation introduces a module MYINTCORE
which de�nes the core of the abstract data type; the exclamation mark in the
keyword module! indicates that for the initial interpretation of the speci�ca-
tion is desired (this is essentially just a hint for the human user, the system
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treats all modules alike). The module imports the abstract data type NAT
which is subsequently extended by the speci�cation; this data type is part
of the system library and provides an e�cient implementation of the natural
numbers (based on machine integers). The keyword protecting indicates
that the interpretation of that type shall be preserved, i.e., not modi�ed by
the extension (again this is just a hint for the user). The module then in-
troduces a new sort Int with a constructor int that maps pairs of natural
numbers to integers; the idea is that the term int(N1,N2) denotes the integer
N1 − N2.

The vars clause introduces universally quanti�ed variables which may be
used in subsequent axioms. The keyword ceq indicates that the given axiom
is a conditional equation; i.e., the equation on the left hand side is true, pro-
vided that the condition on the right hand side holds. The right hand side may
be a propositional combination of equations T1 == T2 where T1 =/= T2 is a
shortcut for not T1 == T2. The CafeOBJ system treats axiomatic equations
as left-to-right rewrite rules; thus the given axiom says that any occurrence of
a term of form int(N1,N2) may be rewritten to the term int(p(N1),p(N2))
provided that the stated condition holds. The operation p imported from NAT
represents the predecessor function λx. x − 1; thus the conditional equation
all in all states that in an application of int(N1,N2) to non-zero values N1
and N2 both N1 and N2 may be replaced by their predecessors. The predicates
== respectively =/= actually represent �reduction (in)equality�; for determin-
ing their truth value the system reduces both argument terms as much as
possible (until no more rewriting rule can be applied); the predicates are then
considered as true if the resulting terms are identical respectively di�erent.

If we would have not used the builtin representation of the natural num-
bers but provided our own de�nition in a speci�cation MYNAT, we could have
written the axiom simply as

eq int(s(N1),s(N2)) = int(N1,N2) .

Here the keyword == indicates that the axiom is an unconditional equality.
The constructor s imported from MYNAT represents the successor function
λx. x + 1; the constraint that the reduction rule can be only applied to non-
zero values could be then expressed by pattern-matching. In any case, the
de�nition is executable; by executing

open MYINTCORE .

we enter the name space of the module such that we can execute

reduce int(5,3) .

which shows by the output

-- reduce in %MYINTCORE : (int(5,3)):Int
(int(2,0)):Int
(0.0000 sec for parse, 0.0040 sec for 26 rewrites + 36 matches)
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that 26 rewrite rules have been applied to reduce the given term to its canon-
ical form int(2,0). By setting the option

set trace on .

the application of all rewrite rules can be indeed monitored (we omit the
verbose output). By executing

close .

we leave the name space of the module again.
We continue by extending the data type by a couple of operations:

module* MYINT {
protecting (MYINTCORE)

op 0 : -> Int
op _ + _ : Int Int -> Int
op _ <= _ : Int Int -> Bool

vars N1 N2 M1 M2 : Nat
eq 0 = int(0,0) .
eq int(N1,N2) + int(M1,M2) = int(N1 + M1,N2 + M2) .
eq int(N1,N2) <= int(M1,M2) = N1 + M2 <= M1 + N2 .

}

Here an integer constant 0 is introduced (constants are in CafeOBJ just
operations without arguments), a binary integer function + and a binary in-
teger predicate <= (predicates are just operations into the prede�ned sort
Bool with constants true and false); CafeOBJ allows to use in�x notation
for the binary operations. All three operations are uniquely de�ned by ax-
iomatic equations; thus we indicate by the asterisk in the keyword module*
that a loose interpretation of the extension su�ces (again this is just a hint
to the user). We may also compute with this speci�cation, e.g. if we execute

open MYINT .
reduce int(5,3) + int(2,7) .
close .

we get the result

-- reduce in %MYINT : (int(5,3) + int(2,7)):Int
(int(0,3)):Int
(0.0000 sec for parse, 0.0040 sec for 67 rewrites + 93 matches)

Next we are de�ning the core of a generic type �list of elements�:

module* ELEM { [ Elem ] }

module! LISTCORE[ E :: ELEM ] {
[ List ]
op empty : -> List
op cons : Elem List -> List

}
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The loosely interpreted speci�cation ELEM introduces a sort Elem; this spec-
i�cation is used for the parameter of the initially interpreted generic speci�-
cation LISTCORE which introduces a sort List with constructors empty and
cons. A generic module may in CafeOBJ have multiple parameters whose
identities can be distinguished by the given name (E in above example); if
there should be two ELEM parameters with name E1 and E2, we could distin-
guish by the notation Elem.E1 and Elem.E2 their respective sorts.

Furthermore, we extend the core type by the usual operations:

module* LIST[ E :: ELEM ] {
protecting (LISTCORE(E))
protecting (NAT)

op head : List -> Elem
op tail : List -> List
op append : List List -> List
op length : List -> Nat

var E : Elem
vars L L1 L2 : List

eq head(cons(E, L)) = E .
eq tail(cons(E, L)) = L .

eq append(empty, L2) = L2 .
eq append(cons(E,L1), L2) = cons(E, append(L1, L2)) .

eq length(empty) = 0 .
eq length(cons(E,L)) = 1 + length(L) .

}

Now we instantiate the generic type LIST with above type MYINT:

view INT->ELEM from ELEM to MYINT { sort Elem -> Int }
module* INTLIST { protecting (LIST(INT->ELEM)) }

The view declaration introduces a morphism INT->ELEM that maps the signa-
ture of ELEM to the signature of MYINT. We then de�ne the module INTLIST
by the application of LIST to this view and thus derive the type �list of
integer numbers�. By the commands

open INTLIST .
let L =
append(cons(int(3,1),cons(int(5,8),empty)),cons(int(12,7),empty)) .

reduce L .
reduce length(L) .
close .

we locally de�ne a list L; �rst we compute its canonical form, second its
length. The resulting output is

-- setting let variable "L" to : append(...) : List

© 2020 Wolfgang Schreiner.



290 Abstract Data Types in CafeOBJ and CASL

-- reduce in %INTLIST : (append(...)):List
(cons(int(2,0),cons(int(0,3),cons(int(5,0),empty)))):List
(0.0000 sec for parse, 0.0040 sec for 123 rewrites + 175 matches)

-- reduce in %INTLIST : (length(append(...)):Nat
(3):NzNat
(0.0000 sec for parse, 0.0000 sec for 148 rewrites + 215 matches)

While above examples have demonstrated the suitability of CafeOBJ for
executing speci�cations of a certain form, the capability of the underlying
term rewriting engine may be also applied to certain forms of reasoning. As
an example, we demonstrate the proof of

length(append(L1,L2)) == length(L1)+length(L2)

for arbitrary integer lists L1 and L2. Since sort List is generated with con-
structors empty and cons, we may perform this proof by structural induction
over L1.

First we start the proof of the base case by executing

open INTLIST .
op L2 : -> List .

Here we enter the name space of INTLIST which we extend by a new list
constant L2. We then show that the equality holds for empty and L2:

reduce length(append(empty,L2)) == length(empty) + length(L2) .

which is indeed con�rmed:

-- reduce in %INTLIST : (... == ...):Bool
(true):Bool
(0.0000 sec for parse, 0.0000 sec for 4 rewrites + 13 matches)

Next we introduce a new list constant L1 which allows us to state the in-
duction assumption (namely that the property holds for L1 and L2) by an
additional rewrite rule:

op L1 : -> List .
eq length(append(L1,L2)) = length(L1) + length(L2) .

Finally we introduce a new integer constant I which allows us to formulate
the induction step (namely the claim that the property holds for cons(I,L1)
and L2):

op I : -> Int .
reduce length(append(cons(I,L1),L2)) == length(cons(I,L1)) + length(L2) .

Indeed the output

-- reduce in %INTLIST : (... == ...):Bool
(true):Bool
(0.0000 sec for parse, 0.0000 sec for 5 rewrites + 84 matches)

also con�rms this claim. CafeOBJ may thus help to perform those kinds of
proofs which can be reduced to equality reasoning (or also to a search for
reduction/transition sequences, which we will not discuss further).
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CASL and Hets

The heterogeneous toolset Hets can be started from the command line with a
list of CASL speci�cation �les as arguments; it then analyzes the correctness
of the syntax and of the static semantics of the speci�cations. For instance,
for the input �le adt.casl whose content will be explained below, the tool
produces the following output:

> hets adt.casl
Analyzing library adt
Downloading Basic/Numbers ...
Analyzing library Basic/Numbers version 1.0
Analyzing spec Basic/Numbers#Nat
Analyzing spec Basic/Numbers#Int
Analyzing spec Basic/Numbers#Rat
Analyzing spec Basic/Numbers#DecimalFraction
... loaded Basic/Numbers
Analyzing spec adt#MyIntCore
Analyzing spec adt#MyInt
Analyzing spec adt#Elem
Analyzing spec adt#ListCore
Analyzing spec adt#List
Analyzing spec adt#IntList
Analyzing spec adt#ListProof

The content of �le adt.casl represents the CASL counterpart to the
CafeOBJ speci�cations given in the previous section. It starts with a header

library adt
from Basic/Numbers get Nat

which ensures that the data type Nat from the standard library can be sub-
sequently used. It then continues with the speci�cation

spec MyIntCore = Nat then %mono
free {
type Int ::= int(p:Nat;m:Nat)
forall n1,n2:Nat
. int(suc(n1),suc(n2)) = int(n1,n2)

}
end

which de�nes the core of the type �integer numbers� as an extension of the
given type Nat: the type declaration introduces a sort Int with a binary
constructor int from Nat to Int and two corresponding selectors p and m,
i.e., for any Int value i, we have i = int(p(i),m(i)). CASL is built upon
full �rst-order logic, thus the speci�cation contains a quanti�ed formula as
an axiom. The free interpretation of the extension constrained by this axiom
ensures that every integer has a canonical representation. The annotation
%mono asserts that the extension is monomorphic, i.e., that every algebra N
of Nat is extended to at least one algebra I, and that any two extensions I, I ′

of N are isomorphic.
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We continue by extending the core type by some operations:

spec MyInt = MyIntCore then %def
op 0: Int = int(0,0)
op __+__(i1,i2:Int): Int = int(p(i1)+p(i2),m(i1)+m(i2))
pred __<=__(i1,i2:Int) <=> p(i1)+m(i2) <= p(i2)+m(i1)

end

A constant is just a zero-ary operation, but predicates are in CASL di�erent
from operations. Above speci�cation introduces these entities by de�nitions
but the function and the predicate could have also been introduced in an
axiomatic form:

op __+__: Int * Int -> Int
pred __<=__: Int * Int
forall p1, m1, p2, m2: Nat
. int(p1,m1) + int(p2,m2) = int(p1+p2,m1+m2)
. int(p1,m1) <= int(p2,m2) <=> p1+m2 <= p2+m1

The annotation %def asserts that the extension is de�nitional , i.e., that every
algebra I of MyIntCore is extended to exactly one algebra I ′. The annotations
%mono and %def are special cases of the annotation %cons which just states
that an extension is conservative , i.e., that every algebra I of the original
type is extended to at least one algebra I ′; as we will see below, it is easier
to show that an extension is just conservative than to show that it is also
monomorphic or de�nitional.

For specifying the type �list of elements�, we start with the speci�cation

spec ListCore[sort Elem] = %mono
free type List[Elem] ::= empty | cons(Elem,List[Elem])

end

where the generic speci�cation ListCore extends by a free type declaration
every argument type with a sort Elem in a monomorphic way. The speci�ca-
tion introduces a sort with the compound name List[Elem] with construc-
tors empty and cons; the sorts resulting from speci�c instantiations of the
generic speci�cation will thus receive correspondingly instantiated names.

We could have also written the type declaration as

free type List[Elem] ::= empty | cons(head:?Elem,tail:?List[Elem])

which additionally introduces two partial selectors head and tail; these op-
erations are only de�ned on values constructed by application of cons. We
could also introduce them in an axiomatic way

op head: List[Elem] ->? Elem
op tail: List[Elem] ->? List[Elem]

forall l:List[Elem]; e:Elem
. def head(l) <=> not l = empty
. head(cons(e,l)) = e
. def tail(l) <=> not l = empty
. tail(cons(e,l)) = l
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where the arrows ->? indicate that the operations are partial and the corre-
sponding def predicates denote by preconditions the domains of these oper-
ations. However, since the selectors are subsequently not used (and adding
the additional axioms prevents a quick automatic proof given below), we do
without them.

Now we equip the data type with additional operations:

spec List[sort Elem] given Nat = ListCore[sort Elem] then %def
op append: List[Elem] * List[Elem] -> List[Elem]
forall l1,l2:List[Elem]; e:Elem
. append(empty,l2) = l2
. append(cons(e,l1),l2) = cons(e,append(l1,l2))

op length: List[Elem] -> Nat
forall l:List[Elem]; e:Elem
. length(empty) = 0
. length(cons(e,l)) = 1+length(l)

end

The given clause imports the speci�cation Nat in such a way that it also
can appear as (a part of) an argument in an instantiation of the speci�cation
(the previous chapter used the keyword import for this purpose). For instance,
we may now de�ne the type �list of integers� as

spec IntList = List[MyInt fit Elem |-> Int]

Finally, we introduce by an extension

spec ListProof[sort Elem] = List[sort Elem] then %implies
forall l1,l2:List[Elem]
. length(append(l1,l2)) = length(l1)+length(l2)

end

an additional axiom; the annotation %implies indicates that the extension
is implied , i.e., that the original type is identical to the extended type.

The annotations given in the speci�cations represent claims that have to
be proved; the remainder of this section demonstrates how Hets supports
these proofs. By typing

hets -g adt.casl

Hets is started in a graphical mode where the window illustrated in Fig-
ure 6.17 is displayed. This window shows the �development graph� of the
included speci�cations; in this graph the named nodes represent speci�ca-
tions and the arrows represent dependencies among speci�cations. The black
arrows represent �de�nition links� that indicate that a speci�cation is used
in the de�nition of another speci�cation; the colored arrows represent �the-
orem links� that postulate relations between the theories; these links thus
represent proof obligations that have to be handled.

We start by selecting in menu Edit the entry Proofs and from the sub-
menu the Auto-DG-Prover which applies the rules of the proof calculus for
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Fig. 6.17 Hets Development Graph

development graphs. This reduces the original proof obligations to the core
obligations that we have to deal with; the results are shown in the left diagram
of Figure 6.18. The grey labels Mono? and Def? represent the obligations to
prove that the corresponding extensions are monomorphic respectively de�-
nitional; the red node indicates the obligation to prove the additional axiom
in the implied extension.

By selecting the link labeled Mono? between Elem and ListCore and right-
clicking the mouse, a menu pops up from which we may select the entry
Check conservativity. Indeed the builtin prover is able to deduce that
the extension is monomorphic and the question mark in the label disappears.
However, for the other two links labeled Mono? and Def? the resulting window
shows that the prover can only deduce that the extensions are conservative,
not that they are monomorphic respectively de�nitional. Since the �rst one
should be actually easy to establish (only an equational axiom is provided),
further investigations demonstrate that using the general kind of free { }
speci�cations lets the proof always fail (while a corresponding proof with a
free type declaration works); we thus suspect a limitation of the prover.
However, that the second one could not be established, is not surprising:
it demands convoluted reasoning that equations over free types with axioms
(representing quotient term algebras) are indeed de�nitional. We thus replace
the corresponding annotations by the simpler annotation %cons for which the
checks succeed: the edges are subsequently labeled Cons.
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Fig. 6.18 Hets Development Graph (before and after proof)

It then remains to prove the formula introduced by the %implies clause.
After selecting with the mouse the red node, a right-click shows a menu from
which we select the Prove entry; this lets the proof management GUI pop
up that is displayed as the left window in Figure 6.19. Here we see in the list
Goals the formula Ax1 to be proved; by selecting this formula and pressing
the button Display, the window shown at the bottom of Figure 6.19 pops
up and displays the formula. Furthermore, we may select in the list Pick
theorem prover from a choice of automatic and interactive provers the one
we wish to apply for the given task.

Since the stated axiom crucially depends on equational reasoning, we
choose by the entry eprover the theorem prover E which is a powerful auto-
matic prover for �rst-order logic with equality. Furthermore, since the proof is
based on the principle of structural induction, we select in the list Selected
comorphism path a sequence of logic translations from CASL to E which
ends with the translation CASL2SoftFOLInduction2 that replaces goals with
induction premises. We then press the button Prove which lets the interface
to the E prover pop us that is displayed in the right window in Figure 6.19.
Pressing the button Prove in that window lets the proof almost immediately
succeed (however, if we would not have removed the partial selectors head
and tail from the speci�cation, the proof would even after a minute not have
terminated yet). Thus also the red node in the development graph disappears;
the resulting view is depicted to the right of Figure 6.18.
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Fig. 6.19 Hets Proof Management GUI

Summary

The main bene�t of CafeOBJ is that it allows to validate certain speci�-
cations by executing them and investigating the outcomes. This allows to
rapidly prototype an abstract data type by �rst modeling and analyzing it
in CafeOBJ; once its properties are thoroughly understood, it may be imple-
mented in a more e�cient form in a real programming language. However,
this is only possible for speci�cations with initial semantics whose axioms are
expressed in a restricted form of conditional equational logic, which resem-
bles very much functional programming; the data type speci�cations thus
look more like concrete programs than abstract theories.

The characteristic feature of CASL is its expressiveness which allows to
write speci�cations on a very high-level of abstraction by leveraging the full
power of �rst-order logic without being restricted by considerations of ex-
ecutability. Certain important aspects (such as the conservativity of exten-
sions) may be fully automatically checked, albeit only for restricted forms
of speci�cations. Also the speci�er may state general theorems which can be
proved with computer assistance. Here fully automatic proving, however, is
only rarely successful; typically (at least partially) interactive proofs are re-
quired. CASL/Hets thus represents a framework for building and analyzing
libraries of high-level data type theories; the comprehensive CASL standard
library may serve as a starting point for own developments.
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Chapter 7
Programming Languages

Alles ist eine Frage der Sprache. (Everything is a question of
language.) — Ingeborg Bachmann (Alles)

In daily life, virtually all of human communication is expressed in one of the thousands
of natural languages that are spoken world-wide; these languages are rich in their
expressive capabilities, flexible in their applications, subtle in their nuances, and
beautiful in their form. However, they are also full of gaps and ambiguities; while
most of these can be usually overcome by intelligent beings that are able to deduce
the intended interpretation from the context of the communication, they are from time
to time are also the source of misunderstandings and disagreements, minor mishaps
as well as major disasters. Thus, when communicating with ignorant partners such as
computers, software developers use artificial languages that are designed in order to
unambiguously express their intentions of how a computer program shall operate
to solve a specific computational problem. However, even if millions of software
developers use such programming languages every day, it is probably fair to say that
only a minor fraction understands these languages in a sufficient depth to be able to
answer subtle and critical questions about the behavior of the resulting programs.
Ultimately, such an in-depth understanding requires a formal basis.

The goal of this chapter is to provide such a basis by showing how the semantics
of programming languages can be precisely described in the language of logic, using
the same kinds of techniques that have been introduced in the previous chapters for
modeling “mathematical” languages. For this purpose, building upon the language of
data types introduced in Chapter 6, Section 7.1 introduces an imperative programming
language, i.e., a language whose core elements are commands that operate by reading
from and writing to a common store. For this language we will give a formal type
system; only well-typed programs will subsequently receive a semantics. Then
Section 7.2 gives this language a “denotational” semantics that interprets commands
as functions on stores; these functions are partial, i.e., may not return a result,
which indicates that a program aborts or loops forever. Because partial functions are
comparably inconvenient to deal with, we subsequently switch from a functional
semantics to a relational one that allows arbitrarily many outcomes, which will also
become useful in later chapters. Based on these results, we are able to prove the
correctness of program transformations such as loop unrolling.
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