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Every man is working

Everybody who is working has an expensive car

---

Every man owns a car

Entailment





Time Flies Like an 
Arrow

Fruit Flies Like a Banana



His Bird Flew Outside
Article-Noun-Verb-
LocationNoun does Verb in Location

Outside were his Birds that are flying
Location-Article-Noun-Verb
Noun does Verb in Location



flight : N
Noun

Miami : NP
Noun Phrase

cancel : (S\NP)/NP      Huh?? X/Y Y ⇒ X 

Y X\Y ⇒ X



"John"       "loves"        "Mary"

NP       (S\NP)/NP       NP         X/Y Y ⇒ X

NP        (S\NP)                             Y X\Y ⇒ X

S











Every penguin is working

Every bird who is working has an expensive car

---

Every penguin owns a car

ENTAILMENT





not all birds fly → some bird does not fly









Information: John has a gun and was in the kitchen

Victim was shot in kitchen

Hypothesis: John was the murderer

Answer: Correct



ABDUCTION



Hypothesis: Cronk

Answer: Incorrect 

Information: R, O 2nd/3rd letter

N in the word

C, K not in word



Premise&Hypothesis       +   Rules     =                 Entailment

Conclusion



Premise&Hypothesis       +   Entailment     =                 Rules

Conclusion



Inventory of Rules (The logic we can use to take relationships from the sentence)

Knowledge Base (The relationships we have hardcoded in before we begin the problem)











Filter 1 (Using comparable terms):

To avoid pseudo knowledge we want the types of 

words added to our KB to match or make sense
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Filter 1 (Using comparable terms):

To avoid pseudo knowledge we want the types of 

words added to our KB to match or make sense

Filter 2 (KB Consistent):

We want to avoid any inconsistencies with our 

established knowledge base. 

Filter 3 (Information amount):

We will not store hyperspecific information. Limit it 

to 4 terms





Tie Breaker 1 (Semantic consistency):

How much a gained piece of knowledge is relevant to 

other NLI problems.
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Tie Breaker 1 (Semantic consistency):

How much a gained piece of knowledge is relevant to 

other NLI problems.

Tie Breaker 2 (Impact on Accuracy):

How many previous problems does it 

improve/unimprove

Tie Breaker 3 (Amount of Knowledge gained):

How many lexical relations do we actually return






