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Every man is Working

Everybody who is working has an expensive car

Every man owns a car

Entailment



A man inspects the uniform of a contradiction The man is sleeping.
figure in some East Asian country.

An older and younger man smiling. | neutral Two men are smiling and laughing
at the cats playing on the floor.

A soccer game with multiple males | entailment Some men are playing a sport.
playing.




Time Flies Like an

Arrow

Fruit Flies Like a Banana
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XAB:[]:F
A:[c: T
B:[d:F

s.t. X € {all, every}
and c is a fresh term

VE

XAB:[]:F

A: [d:F B:[d:TF
s.t. X € {some,a} and d is an old term

not A : [5] X
A: [5] X

dr

NOT



Every penguin is working

Every bird who is working has an expensive car

-

Every penguin owns a car

ENTAILMENT



% PRINCETON UNIVERSITY

animal
WordNet P e
A Lexical Database for English bird fish
canary eagle trout shark

i

bald e. golden e. hawk e. bateleur

space

in general dimensions form motion
hypanymy

size expansion distance interval contiguity

%N

reduction, deflation, shrinkage, curtailment, condensation .... -

synonymy



not all birds fly — some bird does not fly

l:notallbirdfly: []: T
2 : some bird (not fly): []: F
3PUSHI: not alllbird: [fly]: T
4PUSHBI : not all|: [bird, fly]: T
SNOTHI: 211 - {bird,fly] : F
6PV a1l b:|'|_rd : [f1y] : F
JPULLSL : a1] b:i.|rd fly: []: F
gvrll . bi].ld: [¢] : T
QUril: £1y: [¢]: F

_’—_"‘—’__/”4-__\—‘_\\\—‘_
10772 : bird : le] - F 11772 : not 1y : ¢ : F
125X 8101 X |

13N{)TI11I . fly: [C] . ']I‘
145X 03] . X



ID Gold/LP

Problem (premise ? conclusion)

3670 E/N | Itisraining on a walking man ? A man is walking in the rain

219 E/N | There is no girl in white dancing ? A girl in white is dancing

5248 N/E | Someone is playing with a toad ? Someone is playing with a frog

8490 N/C | A man with a shirt is holding a football ? A man with no shirt is holding a football

7402 N/C | There is no man and child kayaking through gentle waters ? A man and a young boy are riding in a yellow kayak
1431 C/C | A man is playing a guitar ? A man is not playing a guitar

8913 N/C | A couple is not looking at a map ? A couple is looking at a map




Measure+

Acc%
System
Ilinois-LH 84.57
ECNU 83.64
UNAL-NLP 83.05
SemantiKLUE 82.32

The Meaning Factory | 81.59

LangPro Hybrid-800 | 81.35

UTexas 73.23
Prob-FOL 76.52
Nutcracker 78.40

Baseline (majority) 56.69







Information: John has a gun and was in the kitchen
Victim was shot in kitchen

Hypothesis: John was the murderer

Answer: Correct
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Hypothesis: Cronk Information: R, O 2nd/3rd letter
Answer: Incorrect N in the word

C, K not in word




Premise&Hypothesis + Rules

'? PRINCETON UNIVERSITY

| :not allbirdfly: [|: T : :
WA |\ Net Conclusion

2 : some bird (not fly): [1: F 2z il \ ‘<
. A Lexical Database for English

B e

s.t. X € {all, every}

and c is a fresh term

l1:notallbirdfly: []: T
2 : some bird (not fly): [|: F

3PUSHIL . ot a1l bird : [flﬂ : T

APUSHII . ot 5117 - [bird,fly] : T

\
SN a1l ¢ [bird, fly] : F

GFULLIS] - 537171 bird : [fly] - F

FPULLS ;211 bird fly: [|: F
\
8YFM : pird: [¢]: T
Qvrll : 1y : [¢]: F
A
10712 ; bizd: [ : F 11772 : not 1y : [¢] : F
12K 0. X

|
13801l - £y [e]: T
14=X0031 ;¢



Premise&Hypothesis + Entailment

|l :not all bird fly: []J: T Conclusion WordNet
ordNe

2 : some bird (not fly): [1: F

A Lexical Database for English

s.t. X € {all, every}
and c is a fresh term
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Inventory of Rules (The logic we can use to take relationships from the sentence)

XAB:[]:F AB:[0]: X ~, XAB:1: F Ip
VF - PUSH A:[C]: T A:[d:F B:[d:F
A:ld: T A:[B,C]: X B: [C]: F - e FHEA
B:ld:F R <x st X € {some,a} and d is an old term
s.t. X € {all, every} A: [B,C]: X PULL stXA<B not A: [C]: X NOT
and c is a fresh term AB: [C]: X - A [6]:X

Knowledge Base (The relationships we have hardcoded in before we begin the problem)

animal
bird fish
canary eagle trout shark

bald e. golden e. hawk e. bateleur

space
N /\
in general dimensions form motion

hypanymy

size expansion distance interval contiguity

reduction, deflation, shrinkage, curtailment, condensation ... -

synonymy



clean | dirty

cradle L_ hold




< —
Put on |remove

LThe person is quickly removing make-up)

(o=

Contradiction
A clown 1s putting eyeshadow on w

(A clown 1s putting eyeshadow on

WordNet

L i

eyeshadow = make-up

clown = person

LThe person 1s quickly removing make-upJ




1| a hedgehog (be (Ax.a boy (Ay.by y cradle z))) : T
2| a (young person) (Ax.a (small animal) (Ay.hold y ) : F

(|

3/ hedgehog : [h] : T

4 aboy (Ay.by y cradle h) : T
1 |
Siboy: [b]: T

6 by beradle : [h] : T
61|

7 cradle : [h,b] : T

e

8| young person : [b] : F 9/ a (small animal) (Ay.hold y b) : F

18] AT~

12/ young : [b] : F |13 person : [b] : ' |10 small animal : [h] : F [11 hold : [h,b] : F
| (5,131 | o 7.111 |
Open branch 1 X 14/ small: [h] : F (15 animal: [h] : F X
| 13,15 ‘

Open branch 2 X

Open branch 2

b% : {hedgehog C small animal }
b% : {hedgehog C small }
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Unsolved
problems

All problems



Filter 1 (Using comparable terms):
To avoid pseudo knowledge we want the types of
words added to our KB to match or make sense

boy L young boy | hedgehog



Filter 1 (Using comparable terms):
To avoid pseudo knowledge we want the types of
words added to our KB to match or make sense

boy L young boy | hedgehog

Filter 2 (KB Consistent):
We want to avoid any inconsistencies with our
established knowledge base.

hedgehog | animal



Filter 1 (Using comparable terms):
To avoid pseudo knowledge we want the types of
words added to our KB to match or make sense

boy L young boy | hedgehog

Filter 2 (KB Consistent):
We want to avoid any inconsistencies with our
established knowledge base.

hedgehog | animal

Filter 3 (Information amount):
We will not store hyperspecific information. Limit it

to 4 terms
(and big brown) dog
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Unsolved
problems

All prdblems




Tie Breaker 1 (Semantic consistency):
How much a gained piece of knowledge is relevant to
other NLI problems.




Tie Breaker 1 (Semantic consistency):

How much a gained piece of knowledge is relevant to
other NLI problems.

Tie Breaker 2 (Impact on Accuracy):
How many previous problems does it
improve/unimprove




Tie Breaker 1 (Semantic consistency):
How much a gained piece of knowledge is relevant to
other NLI problems.

Tie Breaker 2 (Impact on Accuracy):
How many previous problems does it
improve/unimprove

Tie Breaker 3 (Amount of Knowledge gained):
How manv levical ralatinne do we actually return
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Calculate impact based on relevant problems

Unsolved
problems

All problems

Abductive inference with all filters

Incorporate learned relations and restart the learning phase if new relations were learned

Learned b




LangPro + Abductive learning: Train CPU
All filters + WordNet av.acc% time

max 800 rule applications  89.02 2041
max 50 rule applications 88.57 220




